FRANCISCO J. VARELA

WHENCE PERCEPTUAL MEANING?
A CARTOGRAPHY OF CURRENT IDEAS

1. INTRODUCTION
Clarifications

This essay was written for the purpose of providing a minimal common
ground for discussion. It is, of necessity, an ambitious attempt to give a
concise account of the various current ideas on the origin of meaning in
living and artificial systems in such a way that it is accessible to an
interdisciplinary audience, and yet substantive enough to produce
debate among the specialists. I apologize at the outset to both groups
for passages that will seem irritatingly simple or too absiruse.

Also 1 have restrained myself to basic or ‘lower’ cognitive abilities,
that is, issues closer to perception, motion, and simple Iearning. This is
in contrast to ‘higher’ cognitive abilities, issues closer to language and
reasoning. '

This presentation cannot be neutral and my preferences are quite
explicitly laid out in the text. In particular, in this essay I will argue that
the kingpin of cognition is its capacity for bringing forth meaning:
information is not pre-established as a given order, but regularities
emerge from a co-determination of the cognitive activities themselves.

Outline

Cognitive Science (CS) is a little over 40 years old. It is not established
as a mature science with a clear sense of direction and a large number
of researchers constituting a community, as is the case of, say, atomic
physics or molecular biology. Accordingly, the future development of
CS is far from clear, but what has already been produced has had a
profound impact, and this will continue to be the case. But progress in
the field is based on daring conceptual bets (somewhat like trying to put
a man on the moon . .. without knowing where the moon is). For the
sake of concretness, the federation of disciplines I take here as forming
cognitive science today are neuroscience, artificial intelligence, cogni-
tive psychology, linguistics, and epistemology.
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The main purpose of this background paper is to provide an X-ray
picture of the current state of affairs of CS, in regards to perception
and the origin of meaning. Now, like anybody who has ever examined a
scientific discipline with any proximity, I have found the cognitive
sciences to be a diversity of semi-compatible visions, and not a mono-
lithic field. Further, as any social activity, it has poles of domination so
that some of its participating voices acquire more force than others at
different periods of time. This is strikingly so in the modern cognitive
science revolution which was heavily influenced through some lines of
research, particularly in the USA. My bias here is to emphasize diversity.

I will proceed in four stages which are conceptually and practically
quite distinct. These four stages are the following:

Stage 1: A glance at the foundational years (1943—1953);
Stage 2: Symbols: The cognitivist paradigm;

Stage 3: Emergence: alternatives to symbol manipulation;
Stage 4: Enaction: alternatives to representations.

* 00

Through this four-tiered descriptibn and their articulations we will
examine the basis of what is already established as a clear trend (Stages
1 and 2), and the fact that this established paradigm coexists with a
wider spectrum of perspectives (Stages 3 and 4). This cha]lengmg
hetercdoxy has the potential for deep changes.

2. A GLANCE AT THE FOUNDATIONAL YEARS

We start with a brief look into the roots of these ideas in the decade
1943—1953, s0 as to touch on the issues of direct relevance for us
here'. In fact, virtually all the themes in active debate today were
already introduced in these formative years, evidence that they are deep
and hard to tackle. The ‘founding fathers’ knew very well that their
concerns amounted to a new science, and christened it with a new
name: cybernetics. This name is not in current use any more, and many
cognitive scientists today would not even recognize the family connec-
tion. This is not idle. It reflects the fact that to become established as a
science, in its clear-cut cognitivist orientation (Stage 2 in this text), the
future cognitive science had to sever itself from its roots; more complex
and fuzzier, but also richer. This is often the case in the history of
science: it is the price of passing from an exploratory stage to becommg
a research program - from cloud to crystal.
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The Fruits of the Cybernetics Movement

The cybernetics phase of CS produced an amazing array of comncrete
results, apart from its long-term (often underground) influence. Some of
these are:

* the use of mathematical logic to understand the operation of the
nervous system;

® the invention of information processing machines (as digital com-
puters), thus laying the basis for artificial intelligence;

¢ the establishment of the metadiscipline of system theory, which has
had an imprint in many branches of science, such as engineering
(system analysis, control theory), biology (regulatory physiology,
ecology), social sciences (family therapy, structural anthropology
management, urban studies), and economiics (game theory);

¢ information theory as a statistical theory of signal and communica-
tion channels;

® the first examples of self-organizing systems.

The list is impressive: we tend to consider many of these notions and
tools as an integral part of our lives. Yet they were all inexistent before
this formative decade, and they were all produced by intense exchange
among people of widely different backgrounds: a uniquely successful
interdisciplinary effort.

Logic and the Science of Mind

The avowed intention of the cybernetics movement was to create a
science of mind. To its readers, the mental phenomena had been for far
too long in the hands of psychologists and philosophers, and they felt
themselves called to express the processes underlying mental phe-
nomena in explicit mechanisms and mathematical formalisms.?

One of the best illustrations of this mode of thinking (and its tangible
consequences) was the seminal: ‘A logical calculus immanent in nervous
activity’® (1943), paper by McCulloch and Pitts. Several major leaps
were taken in this article. First, proposing that logic is the proper
discipline with which to understand the brain and mental activity.
Second, seeing the brain as a device which embodies logical principles
m its component elements of neurons. Each neuron was seen as a
threshold device being either active or inactive. Such simple neurons
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could then be connected to one another, their interconnections per-
forming the role of logical operations so the entire brain could be
regarded as a deductive machine.

These ideas were central for the invention of the digital computers.*
At that time, vacuum tubes were used to implement the McCulloch-
Pitts neurons, where today we find silicon chips, but modem computers
are still built on the same von Neumann architecture. This major
technological breakthrough also laid the basis for the dominant
approach to the scientific study of mind that was to crystallize in the
next decade as the cognitivist paradigm.

The End of an Era

There was, of course, a lot more to this creative decade. For instance,
the debate about whether logic was indeed sufficient to understand the
brain, because it neglected its distributed qualities. Alternative models
and theories were put forth, which for the most part were to lay
dormant until revived to constitute an important alternative for CS in
the 1970s (Stage 3). By 1953, in contrast to their initial vitality and
unity, the main actors of the cybernetics phase were distanced from
each other and many died shortly thereafter.- The idea of mind as
logical calculation was to be continued.

3. SYMBOLS: THE COGNITIVISTS HYPOTHESIS

Enter the Cognitivists

Just as 1943 was clearly the year in which the cybernetics phase was
born, so was 1956 clearly the year which gave birth to the second
phase of CS. During this year, at two meetings held at Cambridge and
Dartmouth, new voices (like those of Herbert Simon, Noam Chomsky,
Marvin Minsky and John McCarthy) put forth ideas which were to
become the major guidelines for modern cognitive science.?

The central intuition is that intelligence (including human intelli-
gence) so resembles a computer in its essential characteristics that
cognition can be defined as computations of symbolic representations.
Clearly this orientation could not have emerged without the basis laid
during the previous decade, and evoked in the previous section. The
main difference is that one of the many original tentative idea is pro-
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moted here to full blown hypothesis, with a strong desire to set its
boundaries apart from its broader, exploratory, and interdisciplinary
roots where the social and bioclogical sciences figured pre-eminently
with all their multifarious complexity. Cognitivism® is a convenient label
for this large but well-delineated orientation, that has motivated many
scientific and technological developments since 1956, in all the areas of
cognitive science.

An Qutline of the Doctrine

The cognitivist research programme can be summarized as answers to
the following questions: '

Question # 1. What is cognition:
Answer: Information processing: Rule-based manipulation
of symbols.

Question # 2. How does it work?

Answer: Through any device which.can support and mani-
pulate discrete physical elements: the symbols." The system
interacts only with the form of the symbols (their physical
attributes), not their meaning.

Question # 3. How do I know when such a cognitive
system is functioning adequately?

Answer: When the symbols appropriately represent some
aspect of the real world, and the information processing
leads to a successful solution of the problem posed to the
system.

Obviously the cognitivist programme as outlined above did not come
out ready-made, like Athena from the head of Zeus. We are presenting
it with the benefits of 30 years of hindsight. However, not only has this
bold research programme become fully established, but even today is
identified by many with cognitive science itself, although this is chang-
ing rapidly. Until very recently, only a few among its active pasticipants,
let alone in the public at large, were sensitive to its roots or its current
challenges and alternatives. “The brain processes information from the
outside world” is a household phrase understood by everybody. It is
odd to treat statements such as this as problematic rather than obvious,
and the ensuing conversation will immediately be labeled as being
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‘philosophical’. This is a blindness in contemporary common sense
introduced in our culture after the establishment of cognitivism.

What Cognitivism has Wrought: Artificial Intelligence

The manifestations of cognitivism are nowhere more visible than in
artificial intelligence, which is the literal construal of the cognitivist
hypothesis. Over the years many interesting theoretical advances and
technological applications have been made within this orientation:
expert systems, robotics, image processing. These results have been
widely pubilicized, and we need not insist on examples here.

Because of its wider implication, however, it is worth noting that Al
and its cognitivist basis has reached a dramatic climax in Japan’s ICOT
Fifth Generation Program. For the first time since the war there is
a national plan concerting the efforts of industry, government, and
universities. The core of this program — the rocket to be put on the
moon by 1992 - is a cognitive device capable of understanding uman
language, and of writing its own programs when presented with a task
by an untrained user. Not surprisingly, the heart of the ICOT program
is the development of a series of interfaces of knowledge representation
and problem solving based on PROLOG, a high level programming
language for predicate logic. The ICOT .program has triggered imme-
diate responses from Europe and in the USA, and there is little
question that this is a major commercial and engineering battlefield.
However, what concerns us here is not whether the rocket will be built
or not, but whether it points where the moon is. More about this latter.

Cognitive Psychology

- The cognitivist hypothesis finds its most literal construal in Al Its
complementary endeavour is the study of natural, biologically imple-
mented cognitive systems, most especially man. Here, too, computa-
tionally characterizable representations have been the main explanatory
tool. Mental representations are taken to be occurrences of a formal
system, and the mind’s activity is what gives these representations their
attitudinal colour: beliefs, desires, plans, and so on. Here, therefore,
unlike Al, we find an interest in what the natural cognitive systems are
really like, and it is assumed that their cognitive representations are
about something for the system, they are intentional.’
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A good example of this orientation of research is the following.
Subjects were presented with geometric figures and asked to rotate
them in their heads. They consistently reported that the difficulty of the
task depended on the number of degrees of freedom in which the figure
had to be rotated. That is, everything happens as though we have a
mental space where figures are rotated like on a television screen® In
due time these experiments produced an explicit theory postulating
rules by which the mental space operates, similar to those used on
computer displays operating on stored data. These researchers pro-
posed that there is an interaction between language-like operations and
picture-like operations, and together they generate our internal eye.’
This approach has generated an abundant literature, both for and
against,'” and every level of the observations has been given alternative
interpretations. However, the study of imagery is a perfect example of
the way the cognitivist approach proceeds when studying mental
phenomena.

Information Processing in the Brain

Another equally important effect of cognitivism is the way it has shaped
current views about the brain. Over the years almost all of neurobiology
(and its huge body of empirical evidence) has become permeated with
the information-processing perspective. More often than not, the origins
and assumptions of this perspective are not even questioned.'!

The best example of this approach is given by the celebrated studies
on the visual cortex, where one can detect electrical responses from.
neurons when the animal is presented with a visual image. It was
reported early on that it was possible to classify these cortical neurons
as ‘feature’ detectors, responding to certain attributes of the object
being presented: its orientation, contrast, velocity, colour, and so on.1?
In line with the cognitivist hypothesis, these results were seen as giving
biological substance to the notion that the brain picks up visual
information from the retina through the feature specific neurons in the
cortex, and the information is then passed on to later stages in the brain
for further processing (conceptual categorization, memory associations,
and eventually action).

In its most extreme form, this view of the brain is expressed in
Barlow’s'> grandmother cell doctrine, where there is a correspondence



242 FRANCISCO J. VARELA

between concepts or percepts and neurons. (This is the Al equivalent of
detectors and labeled lines.)

A Brief Outline of Dissent

CS-as-cognitivism is a well-defined research programme, complete with
prestigious institutions, journals, applied technology and international
commercial concerns. Most of the people who work within CS would
subscribe — knowingly or unknowingly — to cognitivism or its close
variants. After all, if one’s bread and butter consists in writing programs
for knowledge representation, or finding neurons for well-defined tasks,
how could it be otherwise? For our concerns here, it is important to
draw attention to the depth of this social commirment from a large
sector of the research community in CS. We now focus on the dissent,
taking two basic forms:

e A critique of symbolic computations as the appropriate carrier for
representations; .

e A critique of adequacy of the notion of representations as the
Archimides’s point for CS.

4, EMERGENCE: ALTERNATIVES TO SYMBOLS

The Roots of Self-Organization Ideas

Alternatives to the towering dominance of logic as the main approach
to CS had already been proposed and widely discussed during the
formative decade. At the Macy Conferences, for example, it was argued
that in actual brains there are no rules or central logical processor nor
is information stored in precise addresses. Rather, brains seem to
operate on the basis of massive interconnections, in a distributed form,
so that their actual connectivity changes as a result of experience. In
brief, they present a self-organizing capacity that is nowhere to be
found in logic. In 1958 F. Rosenblatt built the ‘Perceptron’, a simple
device with some capacity for recognition, purely on the basis of the
changes of connectivity among neuron-like components;!® similarly,
W. R. Ashby carried out the first study of the dynamics of very large
systems with random interconnections, showing that they exhibit coher-
ent global behaviors.'?
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History would have it that these alternative views were bracketed out
of the intellectual scene in favour of the computational ideas discussed
above. It was only during the late 70s that an explosive rekindling of
these ideas took place — after 30 years of preeminence of the cogni-
tivist orthodoxy; what D. Dennett'® has called High Church Computa-
tionalism. Certainly one of the contributing factors for this renewed
interest was the parallel rediscovery of self-organizational ideas in
physics and non-linear mathematics.

Motivation to Look for an Alternative

The motivation to take a second look at self-organization was based on
two widely acknowledged deficiencies of cognitivism. The first is that
symbolic information processing is based-on sequential rules, applied
one at the time. This famous von Neumann bottieneck is a dramatic
limitation when the task at hand requires large numbers of sequential
operations (such as natural image analysis or weather forecasting). A
continued search for paralle! processing algorithms on classical archi-
tectures has met with little success because the entire computational
philosophy runs precisely counter to it.

The second important limitation is -that symbolic processing is
localized: the loss of any part of the symbols or rules of the system
implies a serious malfunction. In contrast a distributed operation is
highly desirable, so that there is at least a relative equipotentiality and
immunity to mutilations.

These two deviations from cognitivism can be phrased as the same:
the architectures and mechanisms are far from biology. The most
ordinary visual tasks, done even by tiny insects, are done faster than is
physically possible when simulated in a sequential manner; the resili-
ency of the brain to damage without compromising all of its com-
petence, has been known to neurobiologists for a long time.

What is Emergence?

The above suggests that instead of focusing on symbols as a starting
point, one could start with simple (non-cognitive) components which
would connect to one another in dense ways. In this approach each
component operates only in its local environment, but because of the
network quality of the entire system, there is global cooperation which
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emerges spontaneously, when the states of all participating components
reach a mutually satisfactory state, without the need for a central
processing unit to guide the entire operation.!” This passage from local
rules to global coherence is the heart of what used to be called self-
organization during the foundations years.'® Today, different people
prefer to speak of emergent or global properties, network dynamics, or
even synergetics. Although there is no unified formal theory of emer-
gent properties, the most obvious regional theory is that of attractors in
dynamical systems theory.!® These are not the property of an individual
components, but of the entire system, yet each component coniributes
to its emergence and characteristics. .

A Change of Perspective Concerning the Brain

Recent work has produced some detailed evidence of how emergent
properties are at the core of the brain’s operation. This is hardly
surprising if one looks at the details of the brain’s anatomy. For
example, although neurons in the visual cortex do have distinct re-
sponses to specific ‘features’ of the visual stimuli, as mentioned above,
this is valid in an anesthetized animal with a highly simplified (internal
and external) environment. When more normal sensory surroundings
are allowed, and the animal is studied awake and behaving, it has been
shown that and the stereotyped neuronal responses previously de-
scribed become highly context sensitive. For example, there are distinct
effects produced by bodily tilt?*® or auditory stimulation.?! Further, the
neuronal response characteristics depend directly on neurons localized
far from their receptive fields.??

Thus, it has become increasingly necessary to study neurons as
members of large ensembles which are constantly disappearing and
arising through their cooperative interactions, and where every neuron
has multiple and changing responsiveness to visual stimulation, depend-
ing on context. Even at the most peripheral end of the visual system,
the influences that the brain receives from the eye is met by more
activity that descends from the cortex. It is by the encounter of these
two ensembles of neuronal activity that a new coherent configuration
emerges, depending on the match : mismatch between the sensory
activity and the ‘internal’ setting at the cortex.?* In general, an individual
neuron participates in many such global patterns and bears little
significance when taken individually.
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Although these examples are taken from the domain of vision for the
sake of contrast with the example of the previous section, several other
detailed analysis have proliferated recently.?* We do not need to insist
on this point further.

The (Neo-)Connectionist Strategy

The brain has been (once more) a main source of metaphors and ideas
for other fields of CS in this alternative orientation. Instead of starting
from abstract symbolic descriptions, one starts with a whole army of
simple stupid components, which, appropriately connected, can have
interesting global properties. These global properties are the ones that
embody/express the cognitive capacities being sought.

The entire approach depends, then, on the introduction of the
appropriate connections and this is usually done through a rule for
gradual change of connections starting from a fairly arbitrary initial
state. Several such rules are available today, but by far the most
explored is Hebb's Rule, whereby changes in connectivity in the brain
could arise from the degree of coordinated activity between neurons: if
two neurons tend to be active together, their connection is strength-
ened; otherwise it is diminished. Therefore the system’s connectivity
becomes inseparable from its history of transformation, and related to
the kind of task defined for the system. Since the real action happens at
the level of the connections, the name (neo)connectionism has been
proposed for this direction of research.?

One of the important factors for the explosive interests in this
approach today was the introduction of some effective methods to
follow network changes, most notably statistical measures which pro-
vide the system with a global ‘energy’ function that assures its conver-
gence.”s For instance, take N simple neuron-like elements, connect
them reciprocally, and provide them with a Hebb-type rule. Next
present this system with a succession of (non-correlated) patterns at
some of its nodes, and at each presentation let the system reorganize
itself by rearranging its connections following its energy gradient. After
the learning phase, when the system is presented again with one of
these patterns, it recognizes it, in the sense that it falls into a unique
attractor, and internal configuration that is said to represent the learned
item. The recognition is possible provided the number of patterns
presented is not larger than about 0.15N. Furthermore, the system
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performs a correct recognition even if the pattern is presented with
added noise, or the system is partially mutilated.??

Another important technique favoured by some researchers is back-
propagation: changes in neuronal connections inside the network (hid-
den units) are assigned so as to minimize the difference between the
network’s response and what is expected of it, much like somebody
trying to imitate an instructor.”® NetTalk, a celebrated recent example
of this method, is a grapheme-phoneme conversion machine that works
by being shown a few pages of English text in its learning phase. As a
result, NetTalk can read out loud a new text, in what many listeners
consider deficient but comprehensible English.?

Connectionist models provide, with amazing grace, a working model
for a number of basic cognitive capacities, such as rapid recognition,
associative memory and categorical generalization. The current work
with this orientation is justified on several counts. First, cognitivist Al
and neuroscience had few convincing results to account for or recon-
struct some of the cognitive performances just described. Second, these
models are quite close to biological systems, and this means that one
can work with a degree of integration between Al and neuroscience
that was hitherto unthinkable. Finally, the models are general enough to
be applied, with fittle modification, to a variety of domains.

An Outline of the Doctrine

This alternative orientation — connectionist, emergent, self-organiza-
tion, associationist, network dynamical — is young and diverse. Most of
those who would enlist themselves as members hold widely divergent
views on what CS is and on its future. Keeping this disclaimer in mind
here are the alternative answers to the previous questions:

Question # I: What is cognition?
Answer: The emergence of global states in a network of
simple components. : '

Question # 2: How does it work?
Answer: Through local rules for individual operation, and
rules for changes in connectivity between the elements.

Question # 3: How do I know when a cognitive system is
functioning adequately?
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Answer: When the emergent properties (and resulting struc-
ture) can be seen to correspond to a specific cognitive
capacity: a successful solution of a required task.

Exeunt the Symbols

One of the most interesting aspects of this alternative approach to CS
in that symbols, in their conventional sense, play no role. This entails a
radical departure from a basic cognitivist principle: the physical struc-
ture of symbols, their form, is forever separated from what they stand
for, their meaning. This separation between form and meaning was the
master stroke that created the computational approach, but it also
implies a weakness when addressing cognitive phenomena at a deeper
level. How do symbols acquire their meahing? Whence this extra
activity which is, by construction, not in the cognitive system?

In situations where the universe of possible items to be represented
is constrained and clear-cut (such as when a computer is being pro-
grammed, or when an experiment is conducted with a set of predefined
visual stimuli), the assignment of meaning is clear. Each discrete
physical item within the cognitive system is made to correspond to an
external item (its referential meaning), a mapping operation which the
observer easily provides. Remove these constraints, and the form of the
symbol is a/l that is left, and meaning becomes a ghost, as it would if we
were to contemplate the bit patterns in a computer whose operating
manual was lost.

In the connectionist approach, meaning is linked to the overall
performance (say in recognition or learning). Hence, meaning relates to
the global state of the system, and is not located in a particular symbols.
The form/meaning distinction at the symbolic level disappears, and
reappears in a different garb: the observer provides the correspondence
between the system’s global state and the world it is supposed to
handle. This, is, then, a radically different way of working with repre-
sentations. We shall return to this issue below.

5. LINKING SYMBOLS AND EMERGENCE

At this stage the obvious question to consider is the relation between
the symbolic and emergent views on the origin of simple cognitive
properties. The obvious answer is that these two views should be
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complementary top-down and bottom-up approaches, or that they
should be pragmatically adjoined in a some mixed mode, or simply
used at different stages. A typical example of this move is to describe
early vision in connectionist terms, say up to primary visual cortex, but
to assume that at the inferotemporal cortex level, the description should
be based on symbolic programs. But the conceptual status of such
synthesis is far from clear, and concrete examples are still lacking.

In my view the most interesting relation between emergent and
symbolic descriptions is one of inclusion, that is, the view of symbols
as a higher level of description of properties embedded in an underly-
ing distributed system. The case of the so-called genetic code is
paradigmatic, and I will use it here for concreteness. For many years
biologists considered protein sequences as being instructions coded in
DNA. However, it is clear that DNA triplets are capable of predictably
specifying an aminoacid in a protein if and only if they are embedded in
the cell’s metabolism, that is, in the midst of thousands of enzymatic
regulations in a complex chemical network. It is only by the emergent
regularities of such network as a whole that we can bracket out this
metabolic background, and treat triplets as codes for aminoacids, In
other words, the symbolic description is possible at another level of
description. Clearly, it is possible to treat such symbolic regularities in
their own right, but their status and interpretation is quite different than
if taken at face value, with independence of the substratum from which
they arise.™

The example of genetic information can be transposed directly to the
cognitive networks with which neuroscientists and connectionist deal. In
fact, some researchers have recently expressed this point of view.*! In
Smolesnky’s harmony theory®? for example, fragmentary atoms of
‘knowledge’ about electrical circuits linked by distributed statistical
algorithms, yields a model of intuitive reasoning in this domain. The
competence of this whole system can be described as doing inferences
based on symbolic laws, but their performance sits at a different level
and is never achieved by reference to a symbolic interpreter. This point
is graphically portrayed in Figure 1.

Thus, a fruitful link between a less orthodox cognitivism, relaxed to
emerge from parallel distributed processing provided by self-organiza-
tional approaches is a concrete possibility, especially in engineering-
oriented AL This potential complementation will undoubtedly produce
visible results, and might well become the dominant trend for many
years in CS.
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Fig. 1. (a) A Punch cartoon that depicts succinctly the cognitivist hypothesis. To catch
its prey, this kingfisher has, in its brain, a representation of Snell’s law of refraction.
(b) Another reading of the cartoon to indicate how the symbolic levels can be seen as
arising from the underlying network.
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This move is, of course, inadmissible from a strict or orthodox
cognitivist position.>®* Among the many issues that change from the
emergence viewpoint, two of them are worth underlining here. First, the
question of the origin of a symbol and its signification (i.e. why does
ATT code for alanine?) has at least a clear way to approach it. Second,
any symbolic level becomes highly dependent on the underlying
network’s properties and peculiarities, and bound to is history. A purely
procedural account of cognition, independent of its embodiments and
history, is, therefore, seriously questioned. These two issues take us
straight into our last stage.

6. ENACTION: ALTERNATIVES TO REPRESENTATIONS

Further Grounds for Dissari.sfaction

It is tempting to stop in an analysis of today’s CS with just the two
approaches already discussed. But this would be inadeguate, since in
both orientations (and hence some futare synthesis) some essential
dimensions of cognition would be still missing. We need to keep in
mind a larger horizon for CS, born from a deeper dissatisfaction than
the search for alternatives to symbols, and closer to the very foundation
of representational systems. Hopefully this orientation, enjoying today
some breathing space, will not suffer the same fate as that of earlier
self-organization ideas, left to be rediscovered after 30 years.

Insisting on Common Sense

The central dissatisfaction of what we here call the enactive aliernative
is simply the complete absence of common sense in the definition of
cognition so far. Both in cognitivism (by its very basis) and in present
day connectionism (by the way it is practised), it is still the case that the
criteria for cognition is a successful representation of an external world
which is pre-given, usually as a problem solving situation. However, our
knowledge activity in everyday life reveals that this view of cognition is
too incomplete. Precisely the greatest ability of all living cognition is,
within broad limits, to pose the relevant issues to be addressed at each
moment of our life. They are not pre-given, but enacted or brought
forth from a background, and what counts as relevant is what our
common sense sanctions as such, always in a contextual way.
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This is a critique of the use of the notion of representation as the
core of CS, since only if there is a pre-given world can it be repre-
sented. If the world we live in is brought forth rather than pre-given, the
notion of representation cannot have a ceniral role any longer. The
depth of the assumptions we are touching here should not be under-
estimated, since our rationalist tradition as a whole has favoured (with
variants of course) the understanding of knowledge as a mirror of
nature. It is only in the work of some continental thinkers (most notably
M. Heidegger, M. Merleau-Ponty and M. Foucault) that the explicit
critique of representations, and the enactive dimension of understand-
ing has begun. These hermeneutical themes were first introduced as the
discipline of the interpretation of ancient texts, but has now been
extended to denote the entire phenomenon of interpretation under-
stood as the activity of enactment or bringing forth, to which we are
alluding.** Since we are concerned here with the dominance of usage,
instead of with representations, it is appropriate to call this alternative
approach to CS enactive

In recent years, however, a few researchers within CS have put forth
concrete proposals, taking this critique from the philosophical level into
the laboratory and into specific work in Al This is a more radical
departure from CS than the preceding one, and one that goes beyond
the themes discussed during the formative period. At the same time, it
naturally incorporates the ideas and methods developed within the
connectionist context, as we shall presently see,

The Problem with Problem Solving

The assumption in CS has ail along been that the world can be divided
into region of discrete elements and tasks to which the cognitive system
addresses itself, acting within a given ‘domain’ of problems: vision,
language, movement. Although it is relatively easy to define all possible
states in the ‘domain’ of the game of chess, it has proven less productive
to carry this approach over into, say, the ‘domain’ of mobile robots. Of
course, here too one can single out discrete items (such as steel frames,
wheels and windows in a car assembly). But it is also clear that while
the chess world ends neatly at some point, the world of movement
amongst objects does not. It requires our continuous use of common
sense to configure our world of objects.

In fact, what is interesting about common sense is that it cannot be
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packaged into knowledge at all, since it is rather a readiness-to-hand or
know-how based on lived experience and a vast number of cases, which
entails an embodied history. A careful examination of skill acquisition,
for example, seems to confirm this point.*® A lived, natural world does
not have sharp boundaries, and thus we expect a symbolic representa-
tion with rules, to be unable to capture common-sense understanding,
In fact, it is fair to say that by the 1970s, after two decades of hum-
blingly slow progress, it dawned on many workers in CS that even the
simplest cognitive action requires a seemingly infinite amount of
knowledge, which we take for granted (in fact it is so obvious as to be
invisible), but which must be spoon-fed to the computer. The cognitivist
hope for a general problem-solver in the early 60s, had to be shrunk
down to local knowledge domains with well-posed problems to be
solved, where the programmer could project onto the machine as much
of his/her own background knowledge as was practicable. Similarly, the
commonly practiced connectionist strategy depends on restricting the
space of possible attractors by means of assumptions about known
properties of the world which are incorporated as additional constraints
for regularization,® or, more recently, in back propagation methods as
a perfect model to be imitated. In both instances, the unmanageable
ambiguity of background common sense is left at the periphery of the
inquiry, hoping that it will be clarified in due time.

Such acknowledged concerns have a well-developed philosophical
counterpart. Phenomenologists of the continental tradition have pro-
duced detailed discussions as to why knowledge is a matter of being in
a world which is inseparable from our bodies, our language and social
history.* It is an ongoing interpretation which cannot be adequately
captured as a set of rules and assumptions since it is a matter of action
and history, an understanding picked up by imitation and by becoming
a member of an understanding which is already there. Furthermore, we
cannot stand outside the world in which we find ourselves, to consider
how its contents match their representations of it: we are always aiready
immersed in it. Positing rules as mental activity is factoring out the very
hinge upon which the living quality of cognition arises. It can only be
done within a very limited context where almost everything is left
constant, a pervasive ceferis paribus condition. Context and common
sense are not residual artifacts that can be progressively eliminated by
the discovery of more sophisticated rules. They are in fact the very
essence of creative cognition.




WHENCE PERCEPTUAL MEANING? 253

If this critique is correct, even to some limited degree, progress in
understanding cognition as it functions normally (and not exclusively in
highly constrained environments) will not be forthcoming unless we are
to start from another basis than a domain out-there to be represented.

Exeunt the Representations

The real challenge posed to CS by this orientation is, then, that it
brings into question the most entrenched assumption of our scientific
tradition altogether: that the world as we experience it is independent of
the knower. Instead, if we are forced to conclude that cognition cannot
be properly understood without common sense, and this is none other
than our bodily and social history, the inevitable conclusion is that
knower and known, subject and object, stand in relation to each other
as mutual specification: they arise together.

Consider the case of vision: which came first, the world or the
image? The answer of vision research (both cognitivist and connec-
tionist) is unambiguously given by the names-of the tasks investigated:
to ‘recover shape from shading’ or ‘depth from motion’, or ‘colour from
varying illuminants’. This we may call the chicken extreme:

® Chicken position: The world out-there has fixed laws, it precedes the
image that it casts on the cognitive system, whose task is to capture it
appropriately (whether in symbols or in emergent states).

Now, notice how very reasonable this sounds, and how difficult it
seems to imagine that it could be otherwise. We tend to think that the
only alternative is the egg position:

e FEgg position: The cognitive system creates its own world, and all its
apparent solidity is the primary reflection of the internal laws of the
organism.

The enactive orientation proposes that we take a middle way,*
moving beyond these two extremes by realizing that (as farmers know)
egg and chicken define each other, they are co-relative. It is the ongoing
process of living which has shaped our world in the back-and-forth
between what we describe as external constraints from our perceptual
perspective and the internally generated activity. The origins of this
process are for ever lost, and our world is for all practical purpose
stable (. . . except when it breaks down). But this apparent stability need
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not obscure a search for the mechanisms that brought them forth. It is
this emphasis on co-determination (beyond chicken and egg) which
marks the difference between the enactive viewpoint and any form of
constructivism?®! or biological neo-Kantism.** This is important to keep
in mind, since the more or less realist philosophy that pervades
cognitive science will tend to assume that anybody who questions
representations must ipso facto be in the antipodal position where the
spectre of solipsism also lives.

Colour and Smell as Examples

The preceding considerations are usually made in the realm of language
and human communications, and it would seem that for the more
immediate perceptual world they would not be relevant. But the whole
point is that enaction applies at al/ levels. Thus examining perception at
this light is important.

Consider the world of colours that we perceive every day. It is
normally assumed that colour is an attribute of the wavelength of
reflected light from objects that we pick it up and process it as relevant
information. In fact, as has now been extensively documented, the
perceived colour of an object is largely independent of the incoming
wavelength.*® Instead, there is a complex (and only partially under-
stood) process of cooperative comparison between multiple neuronal
ensembies in the brain, which specifies the colour of an object accord-
ing to the global state it reaches: a perceptual chromatic space is
specified.*

Now, clearly these mechanism are consistent with what we describe
as illumination constraints (reflectance, object discontinuity, and so on)
but they are not a logical consequence of them. The cooperative
neuronal operations underlying our perception of colour, have resulted
from the long biology evolution of the primate group. Their effects are
so pervasive to our life that it is tempting to assume that colours, as we
see them, is the way the world is. But this conclusion is tempered if we
remember that other species have evolved different chromatic worlds
by performing different cooperative neuronal operations from their
sensory organs. For example, the pigeon’s chromatic space is appar-
ently tetrachromatic (requires four primary colours), in contrast to us
trichromats (where only three primary colours suffice).*® This is not a
merely expansion in diversity within the same spectrum, but an entirely
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new dimension which brings forth a chromatic world as incommensur-
able to ours as ours is to a daltonic person. Colour here appears not as
a correlate of world properties, but as regularities which are co-defined
with a particular mode of being.

What can be said is that our chromatic world is viable: it is effective
since we have continued our biological lineage. The vastly different
histories of structural coupling of birds, insects, and primates have
brought forth a world of relevance for each inseparable from their
living. All that is required is that each path taken is viable, i.e. be an
uninterrupted series of structural changes. The neuronal mechanisms
underlying colour are not the solution to a ‘problem’ (picking up the
correct chromatic properties of objects), but the arising together of
colour perception and what one can then describe as chromatic
attributes in the world inhabited.

Another perceptual dimension where these ideas can be seen at play
is olfaction, not due to the comparative span provided by phylogeny,
but due to novel electrophysiological techniques. Over many years of
work, Freeman*® has managed to insert an afray of electrodes into the
olfactory bulk of a rabbit so that a small portion of the global activity
can be measured while the animal behaves freely. It was found that
there is no clear pattern of global activity in the bulb unless the animal
is exposed to one specific odor several times. Further, such emerging
patterns seem to be created out of a background of incoherent activity
into a coherent attractor. As in the case of colour, smell reveals itself
not as a passive mapping of external traits, but as the creative dimen-
sioning of meaning on the basis of history.*’

In this light, then, the brain’s operation is centrally concerned with
the constant enactment of worlds through the history of viable lineages;
an organ laying down worlds, rather than mirroring.

An Outline of the Doctrine

The basic notion, then, is that cognitive capacities are inextricably
linked to a history that is lived, much like a path that does not exist but
is laid down in walking. Consequently, the view of cognition is not that
of solving problems through representations, but as a creative bringing
forth of a world where the only required condition is that it is effective
action: it permits the continued integrity of the system involved,*®
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Question # I: What is cognition?
Answer: Effective action: History of structural coupling
which enacts (bring forth) a world.

Question # 2: How does it work?

Answer: Through a network of interconnected elements
capable of structural changes undergoing an uninterrupted
history.

Question # 3: How do 1 know when a cognitive system is
functioning adequately?

Answer: When it becomes part of an existing on-going
world of meaning (in ontogeny) or shapes a new one (in

phylogeny).

It should be noted that two notions surface in these answers that are
usually absent from considerations in CS. One is that, since representa-
tions no longer play a central role, intelligence has shifted from being
the capacity to solve a problem to the capacity to enter into a shared
world. The second is that what takes the place of task-oriented design is
an evolutionary process. Bluntly stated, just as much as connectionism
grew out of cognitivism inspired by a closer contact with the brain, the
enactive orientation takes a further step in the same direction to
encompass the temporality of living either in ontogeny and phylogeny.

Working without Representations

Seeking alternatives to representation fo study cognitive phenomena
(and this is, admittedly, a vague umbrella, much as connectionism is)
attracts a relatively small group of people in diverse fields. Further, as I
shall argue in the next section, many of the tools of traditional connec-
tionist perspective can be re-formulated in this context, so the divisory
lines are much less sharp here than they were between the symbolic and
connectionism orientations.

It is clear that an enactive strategy for Al is feasible only if one is
prepared to relax the constraints of a specific problem solving per-
formance. This is the spirit, for example, of the so-called classifier
systems,* conceived to confront an undefined environment which it has
to shape into significance. More generally, simulations of prolonged
histories of coupling with various evolutionary strategies permit to
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discover trends wherein cognitive performances arise.® But these new
perspectives for research are only at their earliest beginnings.

7. LINKING EMERGENCE AND ENACTION

The link between emergence and enaction depends on changing one’s
reading of what a distributed system can do. If one emphasizes how a
historical process leads to emergent regularities without a fixed final
constraint, one recovers the more open-ended biological condition. If
one emphasizes, instead, how a given network will acquire a very
specific capacity in a very definite domain (i.e. NetTalk), then repre-
sentations are back in, and we have the more usual take on comnec-
tionist models. However, the first interpretation also entails a whole
new different perspective on what cognition is, as outlined in the
previous section.

Thus the road taken is strongly dependent on the degree of interest
to stay closer to biological reality, and further away from a pragmatic-
engineering considerations. Of course, defining a fixed domain within
which a connectionist system can function is possible, but it obscures
the deeper issues about origin so central to the enactive viewpoint.

Consider for example Smolesnky’s Harmony theory. His viewpoint
of sub-symbolic computation as a model for intuition seems eminently
in line with an enactive perspective, which is why it can serve as the
best case to consider here for contrast. However, even Harmony theory
is evaluated in reference to an unviolated level of environmental reality:
exogenous features matching given features of the world, and endoge-
nous activity which acquire through experience a state of abstract
meaning that “optimally encode environmental regularity”. The hope is
to find endogenous activity which corresponds to an “optimality
characterization” of the surroundings.’’ The enactive perspective would
require taking this kind of cognitive system into a situation where
endogenous and exogenous are mutually definitory through a pro-
longed history requiring only 2 viable coupling, and eschewing any form
of optimal fitness.>?

Granted, from the standpoint of a pragmatically oriented Al, having
as objective the production of a system that works in some domain in
short delay, this orientation seems pointless. My argument is that
cognitive properties emerged in living systems without such optimality
considerations, They result from histories of viable compensations that
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create regularities, but it is far from obvious that they can be said to
correspond to some unique referent.

Thus, there is a tension between the two parallei worlds of research,
where the choice for or against the enactive critique is taken according
to all the complexities of a conceptual shift, and the technological
world, where the straight-jacket of immediate applicability sets the
limits on how far it is able to extend itself. It seems to me that this
tension will probably be resolved by a widening gap between the
technological and the scientific components of CS.%?

8. CONCLUSION: EMBODIED KNOWLEDGE

We started from the hard-core of CS and moved towards what might
be considered its periphery, that is, the consideration of surrounding
context, and effects of the biological and cultural history on cognition
and action. Of course, those who hold on to representations as a key
idea, see these concerns as only temporarily outside of the more precise
realm of problem-solving orientation that seems more accessible; others
go as far as to take the position that such ‘fuzzy’ and ‘philosophical’
aspects should not even enter into a proper cognitive science.

Some contrasts that provide these tensions may be stated in the
following table. :

From: Towards:
task-specific creative
problem solving problem definition
abstract, symbolic history, body bound
universal context sensitive
centralized distributed
sequential, hierarchical - parallel
world pre-given world brought forth
representation effective action
implementation by design implementation by evolutionary
strategies
abstract embodied

As a visual summary of this presentation I have outlined the three
main directions discussed here in a polar map of Figure 2. My view is
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Fig. 2. A polar map of STC, having the cognitivist paradigm at the center and the
alternative themes as fringe, both touching the double-edged body of connectionist
ideas. Along the disciplinary radii, some names of workers in each representative area.

that these three successive waves to understand basic cognition and its
origin telate to each other by successive imbrication, as Chinese boxes.
In the centripetal direction, one goes from emergence to symbolic by
bracketing the base from which symbols emerge, and working with
symbols at face value. Or one can go from enaction to a standard
connectionist view by assuming given regularities of the domain where
the system operates (i.e. a fitness function in a domain). The centrifugal
direction is a progressive bracketing of what seems stable and regular,
to consider where such regularities could have come from, up to and
including perceptuat dimensions of our human world.

It is clear that each one of these approaches, as levels of descrip-
tions, are useful in their own context. However, if our task is to under-
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stand the origin of perception and cognition as we find them in our
actual lived history, I think that the correct level of explanation is the
most inclusive outer rim of the map. Further, for an Al where machines
are intelligent in the sense of growing into a common sense with human
beings as animals can do, I can see no other route but to bring them up
through a process of evolutionary transformations as suggested in the
enactive perspective.>® How fertile, how difficult, or how impossible this
will prove to be, is anybody’s guess. ,

My preferences have been quite explicitly laid out in the text. In
particular, in this essay I have argue that, if the kingpin of cognition is
its capacity for bringing forth meaning, then information is not pre-
established as a given order, but it amounts to regularities that emerge
from the cognitive activities themselves. It is this re-framing that has
multiple ethical consequences, which should be evident by now. As
pointed out in the last item of our table above, to the extent that we
move from an abstract to a fully embodied view of knowledge, facts
and values become inseparable. To know zs to evaluate through our
living, in a creative circularity.

CREA, Ecole Polytechnique, Paris
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